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A B S T R A C T

Despite remarkable success of deep learning, distribution divergence remains a challenge that hinders the
performance of many tasks in medical image analysis. Large distribution gap may deteriorate the knowledge
transfer across different domains or feature subspaces. To achieve better distribution alignment, we propose
a novel module named Instance to Prototype Earth Mover’s Distance (I2PEMD), where shared class-specific
prototypes are progressively learned to narrow the distribution gap across different domains or feature
subspaces, and Earth Mover’s Distance (EMD) is calculated to take into consideration the cross-class relation-
ships during embedding alignment. We validate the effectiveness of the proposed I2PEMD on two different
tasks: multi-modal medical image segmentation and semi-supervised classification. Specifically, in multi-modal
medical image segmentation, I2PEMD is explicitly utilized as a distribution alignment regularization term to
supervise the model training process, while in semi-supervised classification, I2PEMD works as an alignment
measure to sort and cherry-pick the unlabeled data for more accurate and robust pseudo-labeling. Results from
comprehensive experiments demonstrate the efficacy of the present method.
1. Introduction

In medical image analysis, anatomical structures are often imaged
with a variety of modalities. Images from different modalities can cap-
ture complementary information for disease diagnosis and treatment.
Therefore it is important to jointly utilize the cross modality infor-
mation for better assessment of diseases. However, different imaging
mechanisms result in great visual differences, imposing huge feature
distribution divergence across different modalities. In some cases, even
if the image data is collected from the same or similar distribution, the
learned features may be biased towards specific feature subspaces, due
to the sampling bias or over-fitting problem (Wang et al., 2019).

To address the above-mentioned issues, distribution alignment
across different domains (e.g., cross-modality) or different feature
subspaces (e.g., labeled and unlabeled data collected from the same
or similar distributions in semi-supervised learning), has drawn grow-
ing attention recently. In order to bridge the gap between different
modalities, early and late fusion strategies are typically utilized. In
early fusion-based methods, inputs from different modalities are con-
catenated along the color channels before being fed into the net-
work (Pereira et al., 2016; Isensee et al., 2017; Wang et al., 2017;
Zhao et al., 2018). As for late-fusion, paired inputs from different

∗ Corresponding author.
E-mail address: guoyan.zheng@sjtu.edu.cn (G. Zheng).

modalities are received by separate networks to extract modality-
specific features. The extracted features are then fused at the semantic
level to generate the final results (Dolz et al., 2018b; Chen et al., 2018;
Dolz et al., 2018a). To mitigate the distribution gap across different
feature subspaces, various techniques including adversarial training (Li
et al., 2020; Dong and Lin, 2019), consistency regularization (Berthelot
et al., 2019) and graph-based label propagation (Zhang et al., 2020;
Iscen et al., 2019), are proposed.

From a new perspective of instance-to-prototype matching, in this
paper, we address the distribution alignment problem by proposing a
novel Instance-to-Prototype Earth Mover’s Distance (I2PEMD). Specifi-
cally, I2PEMD progressively learns shared class-specific prototypes for
different modalities (or feature subspaces), and calculates the Earth
Mover’s Distance (EMD) (Hou et al., 2016) to measure the instance-
to-prototype matching degree for loss minimization or cherry-picking
pseudo-labeled samples in downstream tasks. In addition, in our pro-
posed I2PEMD, the important ground distance matrix for measuring
cross-class relationships is dynamically updated by the learned proto-
types, which can better adapt to the learned feature embedding than a
fixed prior.
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Unlike previous studies, the core of our proposed I2PEMD lies
in shared prototype learning across different modalities (or feature
subspaces) and instance-to-prototype EMD estimation. By explicitly
learning shared class-specific prototypes, we can pull the high-level
features belonging to the same class closer, mitigating the distribution
divergence across different modalities. Besides, by carefully considering
the cross-class relationships, I2PEMD leads to more robust matching
mechanism for distribution alignment.

Our I2PEMD is a flexible module and ready to be plugged in many
existing frameworks for handling the distribution alignment problem.
To demonstrate its effectiveness, we apply I2PEMD to two differ-
ent tasks, i.e., unpaired multi-modal image segmentation and semi-
supervised classification. Extensive experimental results demonstrate
that our I2PEMD matching mechanism is able to effectively alleviate
the distribution alignment problem and improve the performance of
downstream tasks.

The overall contributions of the proposed I2PEMD are summarized
as follows:

• We propose to address the distribution alignment problem from a
new perspective of instance-to-prototype matching. This mecha-
nism can be readily plugged into many different frameworks that
require distribution alignment during deep feature representation
learning.

• We propose to combine shared prototype learning with EMD esti-
mation to take into consideration of both intra-class compactness
and cross-class relationships during distribution alignment.

• We conduct comprehensive experiments to evaluate the effective-
ness of the proposed I2PEMD on both unpaired cross-modality
segmentation and semi-supervised classification tasks, generating
superior performance compared with state-of-the-art methods.

. Related works

Our work is closely related to the field of distribution alignment
s well as methods concerning multi-modal image segmentation and
emi-supervised classification. We will briefly review related literature
espectively in the following sections.

.1. Distribution alignment

Distribution alignment plays a vital role in many computer vision
nd image analysis tasks. Although there is no official categorization
f distribution alignment methods, we divide them into discrepancy
inimization-based ones and subspace learning-based ones. Discrep-

ncy minimization-based distribution alignment methods aim to reduce
he distribution divergence between domains by minimizing a specific
etric (Long et al., 2015, 2017; Zellinger et al., 2017; Li et al., 2021),
hile subspace learning-based ones seek to learn domain-invariant

eature representations or intermediate subspaces by adversarial train-
ng (Ganin and Lempitsky, 2015; Long et al., 2018; Wang et al.,
019) or metric learning (Fernando et al., 2013; Gong et al., 2012;
opalan et al., 2011; Hu et al., 2015; Zhang et al., 2017). Our proposed
istribution alignment shares a similar spirit with the metric learning-
ased methods. However, instead of learning linear projection mapping
unctions (Fernando et al., 2013; Zhang et al., 2017), we try to learn
hared prototypes for the same semantic class across different domains.
esides, by introducing the EMD for measuring feature representation
istance, we further consider the cross-class relationships, leading to
ore robust distribution alignment.
2

2.2. Multi-modal image segmentation

Multi-modal images (including CT, MRI, PET et al.) can provide
complementary information in performing medical image diagnosis
(Bhatnagar et al., 2015). Classic methods require paired and regis-
tered multi-modal inputs, where images of different modalities be-
long to the same patient. Representative works include earlier fusion-
based (Pereira et al., 2016; Isensee et al., 2017; Wang et al., 2017; Zhao
et al., 2018; Myronenko, 2018) and the later fusion-based ones (Dolz
et al., 2018b; Chen et al., 2018; Dolz et al., 2018a). The earlier fusion-
based methods integrate multi-modality images channel by channel as
the multi-channel inputs to learn a fused feature representation (Zhou
et al., 2019). In the later fusion-based methods, each modality has
modality-specific layers at an early stage of a Convolutional Neural
Networks (CNN). The features extracted from different modalities are
fused at a certain middle layer of the CNN, forming a Y-shaped ar-
chitecture (Dou et al., 2020). However, as pointed out in Chen et al.
(2020), supervised feature learning is often modality dependent. Be-
sides, obtaining paired and spatially well-aligned multi-modal images
is itself a costly task and often infeasible. Therefore, it is of demanding
importance to design multi-modal image segmentation methods for
unpaired inputs (Valindria et al., 2018; Zhang et al., 2018; Huo et al.,
2018; Dou et al., 2020; Chen et al., 2020). In Dou et al. (2020), indepen-
dent normalization statistics and knowledge distillation from high-level
CNN representations are introduced to bridge the cross-modality di-
vergence. Chen et al. (2020) further propose the class-specific affinity
matrix to enhance the cross-modality generalization.

2.3. Semi-supervised classification

Semi-supervised classification (SSL) aims to train a classifier from
a small amount of labeled data and a large amount of unlabeled
data, such that it outperforms supervised classifier trained only on the
small amount of labeled data. The basic assumptions in SSL are the
smoothness assumption and the low-density assumption. The smooth-
ness assumption states that if two or more data points are close in
the sample space, they should belong to the same class. Similarly, the
low-density assumption states that the decision boundary for a classifi-
cation model should not pass the high-density region of sample space.
Based on above assumptions, the semi-supervised learning can be cat-
egorized into consistency regularization-based ones (including mean
teacher (Tarvainen and Valpola, 2017), temporal ensembling (Samuli
and Timo, 2017), unsupervised data augmentation (Xie et al., 2020),
et al.) and proxy-label-based ones (including self-training). Self-training
favors low-density separation by using model’s own predictions as
pseudo-labels. Pseudo-labeling (Lee, 2013) picks the most confident
predictions as hard (one-hot) pseudo-labels. MixMatch (Berthelot et al.,
2019) uses the average of predictions on the image under multiple
augmentations as the soft pseudo-label. FixMatch (Sohn et al., 2020)
finds an effective combination of image augmentation techniques and
pseudo-labeling. We follow the same semi-supervised learning strategy
as done in FixMatch (Sohn et al., 2020) which combines the pseudo-
labeling-based self-training strategy with the consistency constraints on
weak and strong augmented predictions. Different from FixMatch (Sohn
et al., 2020), we propose a novel I2PEMD-guided (weak vs. strong)
alignment process. By sharing prototype learning and by considering
the cross-class relationship priors, our framework can mitigate the
distribution shift between labeled and unlabeled data, resulting in more
accurate pseudo-labels for subsequent supervision, thus alleviating the
error accumulation problem of self-training methods.

3. Method

In this section, we elaborate on the details of the proposed I2PEMD
and its applications to unpaired multi-modal segmentation and to
semi-supervised classification tasks as well.
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Fig. 1. Illustration of the process of our proposed instance-to-prototype Earth Mover’s Distance (I2PEMD). Please note that the red and green arrows denote the forward data
flows of inputs from different domains, and black arrows indicate common operations.
3.1. Instance to Prototype Earth Mover’s Distance (I2PEMD)

In this subsection, we will present details about the proposed
I2PEMD. Fig. 1 illustrates the overall framework of our approach.
Specifically, inputs from different domains (or feature subspaces) are
fed into the backbone CNN to extract feature embeddings. Then mo-
mentum update is introduced to estimate shared prototypes for each
class. Finally, EMD is calculated based on the learned prototypes.
The important ground distance matrix in EMD estimation is designed
to reflect the cross-class relationships among the learned prototypes.
Details are presented in the following parts.

3.1.1. Revisiting Earth Mover’s Distance (EMD)
The EMD is defined as the minimum cost to transport the mass of

one distribution (histogram) to the other (Hou et al., 2016). EMD has
the formulation of the transportation problem (Hitchcock, 1941) and
the global minimum can be achieved by solving a linear programming
problem. Specifically, denote 𝐩 = {𝑝𝑖|𝑖 = 1, 2,… , 𝑚} as a set of sources
or suppliers, and 𝐪 = {𝑞𝑗 |𝑗 = 1, 2,… , 𝑛} as a set of consumers. The
items 𝑝𝑖, 𝑞𝑗 in each set refer to the supply and demand units of the 𝑖th
supplier and the 𝑗th consumer, respectively. Denote the per-unit cost
for transporting from supplier 𝑖 to consumer 𝑗 as 𝑔𝑖𝑗 , and the units
transported from supplier 𝑖 to consumer 𝑗 as 𝑥𝑖𝑗 . The goal of the trans-
portation optimization problem is to find the optimal transportation
flow  = {𝑥𝑖𝑗 |𝑖 = 1, 2,… , 𝑚, 𝑗 = 1, 2,… , 𝑛} such that the following
objective is minimized,

𝑚
∑

𝑖=1

𝑛
∑

𝑗=1
𝑔𝑖𝑗𝑥𝑖𝑗

𝑠.𝑡. 𝑥𝑖𝑗 ≥ 0, 𝑖 = 1,… , 𝑚, 𝑗 = 1,… , 𝑛
𝑛
∑

𝑗=1
𝑥𝑖𝑗 ≤ 𝑝𝑖, 𝑖 = 1,… , 𝑚

𝑚
∑

𝑖=1
𝑥𝑖𝑗 ≤ 𝑞𝑗 , 𝑗 = 1,… , 𝑛

(1)

In Eq. (1), the non-negative condition constrains that the amount
of mass transported must be positive. The second condition guarantees
that the amount of mass transported from a supplier must not exceed its
total mass 𝑝𝑖. And the last condition ensures that the amount of mass
transported to a consumer must not exceed its total demand 𝑞𝑗 . The
global optimal matching flow  can be achieved by solving the above
linear programming problem. And the EMD between 𝐩 and 𝐪 can be
calculated as the minimum transportation cost in Eq. (1), normalized
by the total flow,

EMD(𝐩,𝐪) =
∑𝑚

𝑖=1
∑𝑛

𝑗=1 𝑔𝑖𝑗𝑥𝑖𝑗
∑𝑚

𝑖=1
∑𝑛

𝑗=1 𝑥𝑖𝑗
(2)

3.1.2. Ground distance matrix estimation
The ground distance matrix 𝐆 = {𝑔𝑖𝑗 , 𝑖 = 1,… , 𝑚, 𝑗 = 1,… , 𝑛}

indicates the per-unit transportation cost from the 𝑖th class in 𝐩 to
the 𝑗th class in 𝐪. It is an important prior in modeling the cross-
class relationships. However, In many medical image analysis tasks
3

(e.g., multi-class classification/segmentation), the prior cross-class re-
lationships cannot be accessed. To tackle this problem, we resort to the
feature distances among the class-specific prototypes for measuring the
cross-class relationship priors. Specifically, class-specific prototypes are
learned to represent the center of each class in the feature embedding
space, then the feature distances between different prototypes are
calculated to generate the ground distance matrix. In our method, the
supplier 𝐩 = {𝑝𝑖, 𝑖 = 1,… , 𝑚} and the consumer 𝐪 = {𝑞𝑗 , 𝑗 = 1,… , 𝑛}
refer to the logits for classification or segmentation from different
modalities (or feature subspaces), They share the same class sets (i.e., m
= n, equals to the number of semantic classes). To perform distribution
alignment, we further constrain inputs from different modalities or
feature subspaces to share the same prototype for each class.

Denote the set of prototype features as  = {𝐜𝑖 ∈ R𝑑 , 𝑖 = 1,… , 𝑚},
where 𝐜𝑖 is the prototype for the 𝑖th class, 𝑑 is the dimension of the
feature embedding. Then the matching cost 𝑔𝑖𝑗 is calculated as:

𝑔𝑖𝑗 = ‖𝐜𝑖 − 𝐜𝑗‖1 (3)

where ‖ ⋅ ‖1 denotes the 𝐿1 norm. The ground distance matrix is
designed under the assumption that classes with similar visual patterns
(small prototype distance) are supposed to have small transportation
cost. Please note that we adopt the momentum trick for robust update
of the prototypes. And for different downstream tasks, the way to
update the class-specific prototypes may be slightly different. Details
for progressively updating the prototype features are presented in
Sections 3.2 and 3.3, respectively.

In practice, before convergence, the learned prototype features may
not sufficiently separate different classes. To address this issue, we fol-
low Hou et al. (2016) to map each row of 𝐆 onto uniformly distributed
values: each entry is mapped to its percentile value in its row. Denote
the transformed matrix as 𝐆, then the 𝑖, 𝑗-th element 𝑔𝑖𝑗 is calculated
as,

𝑔𝑖𝑗 =
1
𝑚
R(𝑔𝑖𝑗 , {𝑔𝑖1,… , 𝑔𝑖𝑚}) (4)

where R(𝑔𝑖𝑗 , {𝑔𝑖1,… , 𝑔𝑖𝑚}) returns the number of elements in the set
{𝑔𝑖1,… , 𝑔𝑖𝑚} that is smaller than 𝑔𝑖𝑗 . In this case, all entries of the
transformed matrix 𝐆 is mapped to range [0, 1). The final ground
distance matrix 𝐆 is a symmetric matrix obtained as,

𝐆 = (𝐆 +𝐆
T
)∕2 (5)

As the diagonal entries indicate the intra-class matching cost, 𝐺𝑖𝑖 = 0
for all 𝑖.

3.1.3. I2PEMD estimation
Here we will present how to perform I2PEMD estimation. Specif-

ically, in multi-modal segmentation or semi-supervised classification,
the supplier’s mass 𝐩 refers to the softmax logits of a certain instance
(a pixel or an image), while the consumer’s mass 𝐪 is a binary vector
where only the index of the ground truth class 𝑘 equals to 1: 𝑞𝑘 = 1.
According to the constraints in Eq. (1), all mass in 𝐩 must be transported
to 𝑞 . Thus the optimal transformation matrix  satisfies 𝑥 = 0 if 𝑗 ≠ 𝑘,
𝑘 𝑖𝑗
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Fig. 2. Illustration of the overall framework of the I2PEMD-regularized, unpaired multi-modal segmentation. Layers in the dotted bounding box demonstrate the output layers,
where the feature embeddings are extracted from the penultimate layer, and the segmentation logits are generated from the last layer. Please note ‘‘CE’’ refers to the cross entropy
loss in the framework.
otherwise 𝑥𝑖𝑗 = 𝑝𝑖. According to Eq. (2), the Instance-to-Prototype EMD
(I2PEMD) is calculated as,

I2PEMD(𝐩,𝐪) =
∑𝑚

𝑖=1
∑𝑛

𝑗=1 𝑔𝑖𝑗𝑥𝑖𝑗
∑𝑚

𝑖=1
∑𝑛

𝑗=1 𝑥𝑖𝑗

=
∑𝑚

𝑖=1 𝑝𝑖𝑔𝑖𝑘
∑𝑚

𝑖=1 𝑝𝑖
=

𝑚
∑

𝑖=1
𝑝𝑖𝑔𝑖𝑘

(6)

where 𝑔𝑖𝑘 represents the 𝑖th item in the 𝑘th column of the ground
distance matrix 𝐆. Please note here ∑𝑚

𝑖=1 𝑝𝑖 = 1. The I2PEMD can then
be utilized directly as a regularization term to supervise the training
process of downstream tasks.

3.2. I2PEMD for unpaired multi-modal segmentation

3.2.1. Overall framework
Unpaired multi-modal segmentation plays a vital role in jointly

utilizing multi-source medical images for disease diagnosis. It has the
following merits: (1) it does not require the multi-source inputs to be
paired and well-aligned, making it flexible to take advantage of images
collected from different patients; (2) it can handle multi-source inputs
with large visual divergence (e.g., CT and MRI), transferring knowledge
across different domains. To address the large distribution gap across
different imaging modalities, in this subsection, we will demonstrate
how the I2PEMD-based distribution alignment can benefit the task of
unpaired multi-modal segmentation.

Fig. 2 illustrates the overall diagram of the I2PEMD-regularized, un-
paired multi-modal segmentation. Firstly, unpaired multi-modal inputs
𝐈 ∈ R𝐻×𝑊 ×3 are fed into the backbone network to generate high-level
features 𝐅 ∈ R𝐻×𝑊 ×𝑑 and segmentation logits 𝐀 ∈ R𝐻×𝑊 ×𝐾 , where 𝑑 is
the dimension of the feature embedding, 𝐾 is the number of semantic
classes (i.e., 𝐾 equals to m, n in Eq. (1)). Then classic segmentation
losses including multi-class cross entropy loss and Dice loss are imposed
on the logits. To enhance the distribution alignment from different
modalities, we further introduce the I2PEMD regularization term to
make multi-modal features benefit from shared prototype learning. The
complete objective function for unpaired multi-modal segmentation is
thus formulated as,

𝑆𝑒𝑔 = 𝐶𝐸 + 𝐷𝑖𝑐𝑒 + 𝜆I2PEMD (7)

where 𝜆 is the tradeoff parameter to balance between segmentation
loss and the distribution alignment regularization term. I2PEMD is the
average I2PEMD calculated on all the semantic classes as,

I2PEMD = 1
𝐾
∑

𝓁𝑘
I2PEMD (8)
4

𝐾 𝑘=1
where 𝓁𝑘
I2PEMD is the mean instance-to-prototype distance of the 𝑘th

class,

𝓁𝑘
I2PEMD = 1

𝑁𝑘

𝑁𝑘
∑

𝑖=1
I2PEMD(𝐚𝑖𝑘, 𝐞𝑘) (9)

where I2PEMD(⋅, ⋅) denotes the operation in Eq. (6). 𝐚𝑘𝑖 ∈ 𝐀 represents
the segmentation logit vector corresponding to the 𝑖th pixel belonging
to class 𝑘, and 𝐞𝑘 is the one-hot vector where the 𝑘th element equals
to 1, otherwise 0. For I2PEMD estimation, the class-specific prototypes
are progressively updated as described in the following.

3.2.2. Momentum prototype update
Prototype features can be viewed as cluster centroids of each se-

mantic class in the feature embedding space. Denote the segmentation
mask corresponding to class 𝑘 as M𝑘 ∈ R𝐻×𝑊 , where M𝑖

𝑘 = 1 if pixel 𝑖
belongs to class 𝑘. Then the prototype feature 𝐜𝑘 of class 𝑘 is updated
as,

𝐜𝑡𝑘 = 𝛼 ∗ 𝐜𝑡−1𝑘 + (1 − 𝛼) ∗ 𝐜update𝑘 (10)

where 𝐜update𝑘 is updated in each iteration as,

𝐜update𝑘 = 1
𝑁𝑘

∑

𝑖
M𝑖

𝑘 ⋅ 𝐅
𝑖
𝑘 (11)

where 𝑁𝑘 represents the number of pixels belonging to class 𝑘, 𝐅𝑖
𝑘 is

the 𝑖th feature vector of the 𝑘th class and 𝛼 is the momentum update
coefficient, which is empirically set to 0.8 throughout our experiments.

3.3. I2PEMD for semi-supervised classification

In medical image analysis, it is usually laborious to get large amount
of labeled data due to the requirement of expertise. Therefore, semi-
supervised learning has emerged as a more and more important topic
recently (Chartsias et al., 2018; Nie et al., 2018; Aviles-Rivero et al.,
2019; Dong et al., 2018). In semi-supervised learning, we are equipped
with a few labeled images for each class, as well as large amount
of unlabeled ones. Pseudo-labeling is frequently utilized to augment
the labeled images with confident unlabeled samples. However, the
sampling bias problem leads to large distribution gap between labeled
and unlabeled samples, undermining the accuracy of the generated
pseudo-labels.

To address this issue, we introduce the proposed I2PEMD as a sup-
plement measure for choosing accurate pseudo-labeled samples. In our
proposed I2PEMD, both the shared prototype learning and prototype-
based EMD estimation help to better align the feature distribution
between labeled and selected pseudo-labeled samples, leading to more
robust and generalized feature learning.
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Fig. 3. Illustration of the overall framework of our I2PEMD-guided semi-supervised classification, where ‘‘Weak Aug’’ and ‘‘Strong Aug’’ refer to the weak and strong augmentations;
Consistent loss denotes the alignment loss between the weak and strong augmented predictions defined in Eq. (13).
3.3.1. Overall framework
Fig. 3 illustrates the overall framework of our I2PEMD-guided semi-

supervised classification. Specifically, during each training iteration,
both labeled and unlabeled samples are fed into the backbone net-
work to extract features (Similar to the segmentation task, features
are extracted from the penultimate layer before the final classifier),
then each unlabeled sample is assigned with a pseudo-label. Finally,
the selected pseudo-labeled samples are combined together with the
labeled samples to update the network. In semi-supervised classifica-
tion, better pseudo-labeling strategy plays a vital role in improving
the overall performance. To validate the effectiveness of our proposed
I2PEMD in better sample selection, we adopt the augmentation an-
choring (Berthelot et al., 2020; Sohn et al., 2020) strategy in our
base model, which is widely utilized in state-of-the-art semi-supervised
learning algorithms. For completion, before delving into the details
of cherry-picking unlabeled samples with I2PEMD, we first give brief
introduction to the base method.

3.3.2. Introduction to the base model
In our base model, apart from the supervision from ground truth

labeled data, we adopt the augmentation anchoring strategy to align
strongly augmented samples to pseudo-labels generated from corre-
sponding weakly augmented samples. Specifically, we adopt random
cropping followed by affine transformations and a random horizontal
flip as weak augmentations. We use RandAugment (Cubuk et al., 2020)
that contains difficult transformations (e.g., color jittering) to generate
strong augmentations.

Denote the labeled set as 𝑆𝐿 = {(𝑥𝑖, 𝑦𝑖)}𝑁𝑖=1 and the unlabeled set as
𝑆𝑈 = {𝑥𝑖}𝑁+𝑀

𝑖=𝑁+1, where 𝑥𝑖 is the 2D medical image, 𝑦𝑖 is the one-hot
ground-truth label. The optimization objective of the whole framework
can be formulated as following:

𝑚𝑖𝑛
𝜃

𝑁
∑

𝑖=1
𝑠(𝑓 (𝑥𝑖|{𝜂, 𝜂′}; 𝜃), 𝑦𝑖) + 𝜆𝑚𝑖𝑛

𝜃

𝑁+𝑀
∑

𝑖=𝑁+1
𝑢(𝑓 (𝑥𝑖|{𝜂, 𝜂′}; 𝜃)) (12)

where 𝑠 denotes the supervised loss (i.e., cross-entropy loss) imposed
on the labeled data; 𝑢 represents the consistency loss calculated from
the weak/strong augmented unlabeled samples.

In Eq. (12), 𝑓 (⋅) refers to the classification network; 𝜃 are the
parameter weights of the model; 𝜂 and 𝜂′ represent the weak and strong
augmentations applied to the input; 𝜆 is a trade-off hyper-parameter to
balance between the supervised and unsupervised term.

In our base model, the output logits of strongly augmented samples
are aligned to the pseudo-labels generated from the weakly augmented
samples. Denote 𝑦𝑝 as the pseudo one-hot label generated from the
5

𝑖

weakly augmented version of 𝑥𝑖, then the alignment loss is calculated
as,
𝑁+𝑀
∑

𝑖=𝑁+1
𝑢(𝑓 (𝑥𝑖|𝜂′; 𝜃), 𝑦

𝑝
𝑖 ), (13)

where 𝑢 denotes the alignment loss (cross entropy in our method)
imposed on the unlabeled data. The overall objective function to be
optimized is thus formulated as,

 = 𝑠 + 𝜆𝑢, (14)

where 𝜆 is the trade-off parameter.

3.3.3. Sample selection with I2PEMD
In the formulation of Eq. (13), the alignment loss is imposed on all

the unlabeled samples. However, due to the sampling bias problem,
there may exist large distribution gap between the labeled and unla-
beled data. Consequently, the predicted pseudo-labels on weakly aug-
mented unlabeled data are highly likely to be different from the ground
truth labels, deteriorating the performance of the learned model. There-
fore, it is of key importance to select accurate pseudo-labeled samples
in the alignment loss. Since the weak generalization ability to the
unlabeled samples is mainly caused by the feature distribution gap
between the labeled and unlabeled data, it is important to mitigate the
gap, as well as to pick out the truly confident pseudo-labeled data. To
this end, we introduce our proposed I2PEMD as a measure to cherry-
pick the unlabeled samples. The samples chosen by our I2PEMD have
the following strengths:

• The learned prototypes help to narrow down the feature distribu-
tion gap between feature subspaces of the labeled and unlabeled
data;

• By taking into consideration the cross-class relationships,
prototype-based EMD distance allows to cherry-pick truly con-
fident pseudo-labeled samples (which are close to the corre-
sponding class-specific center and faraway from other centers) to
augment the supervised training data.

Denote 𝐨𝑖 ∈ R𝐾 , 𝑖 ∈ {𝑁 + 1,… , 𝑁 +𝑀} as the logits after softmax
of the unlabeled data, then the classification confidence score and the
corresponding pseudo-labels can be obtained as,

𝑠𝑖 = 𝑚𝑎𝑥(𝐨𝑖),
𝑟𝑖 = 𝑎𝑟𝑔𝑚𝑎𝑥(𝐨𝑖),

(15)

In the following, we detail how to exploit our proposed I2PEMD
for cherry-picking accurate pseudo-labeled samples. Firstly, we follow
the literature (Zhang et al., 2021; Sohn et al., 2020) to filter out less-
confident samples with small classification scores. Denote the selected
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index set as 𝑁1
𝑠 , then 𝑁1

𝑠 can be calculated as 𝑁1
𝑠 = {𝑖}, 𝑠𝑖 > 𝜏𝑙𝑜𝑤,

here 𝜏𝑙𝑜𝑤 is the pre-defined classification score threshold. Denote 𝐥𝑖 as
he pseudo one-hot vector of 𝐨𝑖 where only the 𝑟𝑖-th element equals to
. In our method, we further constrain the selected unlabeled samples
o have top T ranked I2PEMD distances compared with the learned
rototypes. The index set selected by the I2PEMD distance can be
xpressed as,
2
𝑠 = 𝑡𝑜𝑝𝑇 (I2PEMD(𝐨𝑖, 𝐥𝑖)), 𝑖 ∈ 𝑁 + 1,… , 𝑁 +𝑀, (16)

where 𝑡𝑜𝑝𝑇 (⋅) returns the index set of the top 𝑇 smallest distances (in
ur method, 𝑇 is empirically set to half of the batchsize); I2PEMD(⋅, ⋅)

is calculated according to Eq. (6). Then the final unlabeled set selected
by I2PEMD is obtained as,

𝑁 𝑙𝑜𝑤
𝑠 = 𝑁1

𝑠 ∩𝑁2
𝑠 , (17)

At the beginning of the training phase, many pseudo-labeled sam-
les have low classification scores, our I2PEMD-guided instance selec-
ion in Eq. (17) can help to find out truly confident pseudo-labeled
amples that are well aligned with the feature subspace of the labeled
amples. Since we limit the selected number to half of the batchsize in
𝑙𝑜𝑤
𝑠 , this may decrease the diversity of the training samples (especially

n the later iterations). To address this issue, we further add the pseudo-
abeled samples with higher classification scores in the alignment loss.
he final selected unlabeled set is then obtained as,

𝑠 = 𝑁 𝑙𝑜𝑤
𝑠 ∪𝑁ℎ𝑖𝑔ℎ

𝑠 (18)

here 𝑁ℎ𝑖𝑔ℎ
𝑠 = {𝑖}, 𝑠𝑖 > 𝜏ℎ𝑖𝑔ℎ, and 𝜏ℎ𝑖𝑔ℎ is a larger classification score

hreshold (𝜏ℎ𝑖𝑔ℎ > 𝜏𝑙𝑜𝑤), ∪ represents the union operation. Our overall
bjective function for semi-supervised classification is then formulated
s,

=
∑𝑁

𝑖=1
𝑠(𝑓 (𝑥𝑖; 𝜃), 𝑦𝑖) + 𝜆

∑

𝑖∈𝑁𝑠
𝑢(𝑓 (𝑥𝑖|𝜂′; 𝜃), 𝐥𝑖). (19)

3.3.4. Momentum prototype update
To better align the labeled and unlabeled feature subspaces, we also

include the selected confident unlabeled data during shared prototype
learning. Denote the prototype of class 𝑘 at the 𝑡th iteration as 𝐜𝑡𝑘, then
𝐜𝑡𝑘 is progressively updated as,

𝐜𝑡𝑘 = 𝛼 ∗ 𝐜𝑡−1𝑘 + (1 − 𝛼) ∗ 𝐜update𝑘 (20)

where 𝐜update𝑘 is updated by both the labeled and selected pseudo-labeled
data in each iteration,

𝐜update𝑘 = 1
|𝑍𝑘|

(
𝑁
∑

𝑖=1
𝑓 ′(𝑥𝑖|𝑦𝑖 = 𝑘) +

∑

𝑖∈𝑁𝑠

𝑓 ′(𝑥𝑖|𝑟𝑖 = 𝑘)) (21)

here 𝑓 ′(⋅) represents the feature extractor of the network (i.e., output
f the layer before the linear classifier in our method); |𝑍𝑘| is the total
umber of the samples for updating prototype 𝑘.

. Experiments

In this section, we design and conduct comprehensive experiments
o demonstrate effectiveness of the proposed I2PEMD. Specifically, in
he task of unpaired multi-modal segmentation, the proposed I2PEMD
s utilized to bridge the gap between the CT and MRI domains, mutually
enefiting the segmentation performance of both domains. As for the
ask of semi-supervised classification, I2PEMD acts as a measure to se-
ect truly confident samples by taking into consideration the cross-class
elationships.

.1. Unpaired multi-modal image segmentation

In this subsection, firstly, we will introduce the experimental setup
including datasets, network architecture and implementation details).
hen we will elaborate on the quantitative and qualitative segmenta-
ion results to demonstrate effectiveness of our proposed I2PEMD.
6

n

.1.1. Experimental setup

atasets
We evaluate unpaired multi-modal image segmentation on the task

f 3D multi-organ segmentation (including liver, spleen, right kidney
R-kdy) and left kidney (L-kdy)) in abdominal images. Specifically, we
erform multi-organ segmentation with 3D CT and MRI volumes of
he abdominal images. We utilize public CT dataset of Landman et al.
2015), with 30 patients (different from Dou et al. (2020), we adopt
he whole dataset without removing the case in low image quality)
nd all the 20 MRI images from the 2019 International Symposium
n Biomedical Imaging (ISBI) Combined Healthy Abdominal Organ
egmentation (CHAOS) Challenge (please note that Dou et al. (2020)
ses only 9 cases). Following the protocol of Dou et al. (2020), we
rop the original CT and MRI images at the areas of multi-organs. The
ropped images from both the CT and MRI modality are resampled
nto a resolution around 1.5 × 1.5 × 8.0 mm3, resulting in a size of
56 × 256 × 𝐷, where 𝐷 is the number of slices after resampling.
he 3D images are normalized to zero mean and unit variance for

ntensities within each modality before being fed into the backbone
etwork. Images of each modality are randomly divided into 70%/30%
plits for training and testing, respectively.

etwork architecture

To evaluate the effectiveness of the proposed I2PEMD, we conduct
omprehensive experiments on 3D multi-modal image segmentation.
or fair comparison with the existing state-of-the-art methods, we adopt
he same backbone as in Dou et al. (2020). Specifically, we adopt the
D U-Net (Çiçek et al., 2016) as the backbone model in our framework.
he 3D U-Net contains a few 3D Conv-BN-Relu groups followed by Max
ooling. Then 3D DeConv-BN-Relu groups are adopted to recover to the
riginal input size. For better segmentation results, skip connections
re introduced in the 3D U-Net architecture. For detailed network
rchitecture, please refer to Çiçek et al. (2016), Dou et al. (2020).

mplementation details

During the training process, the batchsize is set to 6. The learning
ate is initialized to 5𝑒 − 4 and decayed by 5% per 500 iterations. All
he experiments are carried out on a NVIDIA Tesla V100 GPU with 32G
emory. For fair comparison, we report the mean and the standard
eviation (SD) over three runs for each experimental setting.

.1.2. Comparison with state-of-the-art (SOTA) methods
We evaluate the segmentation performance with the metric Dice

verlap Coefficient (DOC), and compare with UMMKD (Dou et al.,
020), X-shaped and Y-shaped architectures (Valindria et al., 2018).
e also implement the individual training and joint training settings

o demonstrate that by explicitly aligning the feature distributions
etween CT and MRI domains, I2PEMD can indeed boost the joint
raining performance. We record the mean DOC over each modality
s well as over two modalities for a straight-forward comparison.

Table 1 lists results of multi-organ segmentation using 3D models.
n the first group, ‘‘Individual’’ denotes the setting where CT and
RI domains do not share network parameters; the ‘‘Joint’’ setting
eans that CT and MRI domains share the same network parameters,

nd ‘‘Joint+I2PEMD’’ represents the ‘‘Joint’’ setting supervised by our
2PEMD (apart from the segmentation loss). As shown in Table 1, the
‘Joint’’ setting performs poorly than the ‘‘Individual’’ setting, which
an be attributed to the reason that large visual difference makes it
nferior to directly sharing parameters across the CT and MRI domains.
y introducing the proposed I2PEMD, the average performance can
e boosted (+0.9% in terms of average DOC). In the second group,
he ‘‘Joint+sepBN’’ baseline model indicates the parameters of batch

ormalization layers are separately learned for different domains, while
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Table 1
Comparison results on 3D abdominal multi-organ segmentation with different experimental settings. For fair comparison with the state-of-the-art methods, we reimplemented the
method introduced in Dou et al. (2020) and Valindria et al. (2018) to train/test on our own dataset split. The best results are marked in bold font.

Dice Overlap Coefficient (DOC)

Methods CT CT mean MRI MRI mean Overall mean

Liver R-kdy L-kdy Spleen Liver R-kdy L-kdy Spleen

Individual 93.78 ± 0.66 91.34 ± 0.28 88.42 ± 0.36 91.31 ± 0.14 90.8 91.71 ± 0.65 90.49 ± 0.77 90.97 ± 0.52 86.24 ± 3.1 89.1 90.0
Joint 92.30 ± 0.27 88.65 ± 3.2 88.14 ± 0.50 89.86 ± 1.22 89.7 87.44 ± 0.57 90.28 ± 0.45 91.52 ± 0.47 84.67 ± 0.05 88.5 89.1
Joint+ I2PEMD 92.30 ± 0.61 91.94 ± 0.13 89.46 ± 0.11 89.3 ± 1.45 90.8 87.65 ± 1.64 90.42 ± 0.15 90.91 ± 0.28 87.39 ± 0.61 89.1 90.0

Joint+ sepBN 93.90 ± 0.05 92.36 ± 0.49 88.48 ± 0.75 91.33 ± 0.37 91.5 91.51 ± 0.58 91.51 ± 0.67 92.58 ± 0.76 83.55 ± 1.29 89.8 90.7
X-shaped (Valindria et al., 2018) 93.11 ± 0.44 90.92 ± 1.29 88.6 ± 0.1 91.16 ± 0.69 91.0 91.35 ± 0.68 91.03 ± 0.22 91.13 ± 0.60 81.17 ± 1.64 88.7 89.9
Y-shaped (Valindria et al., 2018) 94.06 ± 0.34 91.29 ± 0.23 88.36 ± 1.36 91.21 ± 0.32 91.0 91.58 ± 0.05 91.21 ± 0.32 91.06 ± 0.67 84.04 ± 1.21 89.5 90.3
UMMKD (Dou et al., 2020) 93.2 ± 0.23 91.95 ± 0.65 88.93 ± 0.62 91.18 ± 1.27 91.3 90.37 ± 0.12 92.25 ± 0.31 92.70 ± 0.08 86.79 ± 3.32 90.5 90.9
Joint+ sepBN+ I2PEMD𝑓𝑖𝑥 94.03 ± 0.32 92.62 ± 0.54 88.44 ± 0.86 90.23 ± 0.66 91.3 91.45 ± 0.46 92.12 ± 0.39 92.85 ± 0.52 86.79 ± 1.87 90.8 91.1
Joint+ sepBN+ I2PEMD (Ours) 94.15 ± 0.24 92.62 ± 0.27 89.78 ± 0.17 92.31 ± 0.17 92.2 91.31 ± 0.23 92.26 ± 0.18 92.77 ± 0.23 88.66 ± 0.82 91.3 91.8
Fig. 4. 3D visualization of the results obtained by different methods on 3D Abdominal multi-organ segmentation.
the remaining parameters are shared across different domains. As
shown in Table 1, with the ‘‘Joint+sepBN’’ baseline model, the per-
formance can be further improved (from 89.1% to 90.7% in terms
of average DOC). The method introduced in Dou et al. (2020) ex-
ceeds the ‘‘Joint+sepBN’’ baseline by 0.2% in terms of average DOC.
Our framework achieves the best results (+1.1% in terms of average
DOC when compared to the ‘‘Joint+sepBN’’ baseline). We also report
the performance of our method with entries of the ground distance
matrix fixed to one (i.e., the ‘‘Joint+sepBN+I2PEMD𝑓𝑖𝑥’’ setting). As
shown, Our method outperforms the fixed ground distance matrix
setting (i.e., the ‘‘Joint+sepBN+I2PEMD𝑓𝑖𝑥’’ setting in Table 1) by 0.7%
in terms of average DOC, which demonstrates the merit of dynamically
learned ground distance matrix in Eq. (5).

Figs. 4 and 5 demonstrate the qualitative visualization results on the
3D abdominal multi-organ segmentation. Specifically, Fig. 4 shows the
visualized segmentation results on the 3D model, while Fig. 5 presents
segmentation results on 2D slices. As shown in both figures, compared
with other SOTA methods, our proposed segmentation framework can
generate more accurate segmentation results with better recalls and less
cross-class mis-classification.

4.1.3. Ablation study

Evaluation of the Influence of Feature Embedding Dimension and learning
behavior of the proposed method

Since I2PEMD is exploited on the feature embeddings, we also study
the influence of the shared feature embedding dimension. Detailed
results on the 3D abdominal multi-organ segmentation are presented
in Fig. 6(a). According to Fig. 6(a), 𝑑 = 32 exceeds all the other listed
settings. We can see that the best segmentation results are generated
with a moderate feature dimension. This is reasonable, since the model
capacity is limited with too small feature dimension. At the same time,
it may easily overfit to the training dataset (due to the small size of
7

training set) when the feature dimension is too large. A bonus of a
moderate feature dimension is that it can lower the computational load.

In order to analyze the learning behavior of the proposed method,
we also plot the loss curve of each item in the loss function in Fig. 6(b).
From this figure, one can clearly see that as the training is going
on, all three items in the loss function synchronously converge to
flat minima. To further analyze the learning behavior, for each epoch
during training, we also evaluate the trained model on the testing
data. To this end, we record three metrics during training: (a) mean
I2PEMD when I2PEMD is evaluated on the testing data (referred as
mI2PEMD); (b) the cross-domain distribution divergence on the testing
data measured by Maximum Mean Discrepancy (MMD) with gaussian
kernel when evaluated on features extracted from the penultimate layer
(referred as MMD) (Long et al., 2015); (c) the mean DOC when the
trained model is evaluated on the testing data (referred as mDOC). We
then calculate Pearson’s Correlation Coefficient (PCC) (Zou et al., 2003)
between mI2PEMD and mDOC, as well as the PCC between mI2PEMD
and MMD. The results are presented in Table 2. As shown in this table,
mI2PEMD has a strong negative correlation with mDOC, indicating
that the decreasing of I2PEMD is correlated to the increasing of the
segmentation performance of our proposed method on testing data.
Furthermore, mI2PEMD has a moderate positive correlation with MMD,
demonstrating that minimizing I2PEMD could lead to a reduction of
distribution gap between CT and MR domains. Thus, combining results
presented in Table 1, Fig. 6(b) and Table 2, we conclude that for
the task of unpaired multi-modal image segmentation, the proposed
I2PEMD regularizer is effective in aligning the feature distributions
between the CT and MR domains for a better performance.

Investigation of the effect of individual components in I2PEMD

The proposed I2PEMD module consists of two components: the
instance-to-prototype matching mechanism and the adoption of EMD.
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Fig. 5. Visualized segmentation results on the 2D slices obtained by different methods on 3D Abdominal multi-organ segmentation.
Fig. 6. (a) Mean DOC plot for both CT and MR image segmentation when the shared feature embedding dimension varies; (b) loss curve of each item in the loss function of our
method.
Table 2
PCC between mI2PEMD and mDOC as well as PCC between mI2PEMD
and MMD when the trained model is evaluated on the testing data at
each epoch during training.

Settings PCC 𝑝-value

mI2PEMD vs. mDOC −0.79 < 0.001
mI2PEMD vs. MMD +0.56 < 0.001

In this study, we investigate the effect of each individual component
of I2PEMD on the performance of the proposed method. Specifically,
we replace EMD with Euclidean distance, forming the Instance to
Prototype Euclidean Distance (we refer it as I2PED). We then re-
place the I2PEMD regularizer with the I2PED regularizer in the un-
paired multi-modal segmentation task, and report its performance when
the same experimental setup as presented above is used. Detailed
results are presented in Table 3. From this table, one can see that
the ‘‘Joint+sepBN+I2PED’’ model achieves better performance than all
the listed state-of-the-art methods while the proposed method further
8

Table 3
Investigation of the effect of individual components in I2PEMD. Re-
sults are reported on the 3D unpaired multi-modal abdominal image
segmentation task in terms of mean DOC.

Methods Mean DOC

X-shaped (Valindria et al., 2018) 89.9
Y-shaped (Valindria et al., 2018) 90.3
Joint + sepBN 90.7
UMMKD (Dou et al., 2020) 90.9
Joint + sepBN + I2PED 91.5
Joint + sepBN + I2PEMD (Ours) 91.8

outperforms the ‘‘Joint+sepBN+I2PED’’ model by considering the cross-
class relationship during cross-domain feature distribution alignment.
From the results reported in Table 3, we can see that each individual
component of the proposed I2PEMD module helps to improve the
segmentation results while the instance-to-prototype mechanism plays
a vital role in boosting the performance.
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Table 4
Comparison results on semi-supervised classification with state-of-the-art methods. Best results are marked in bold font. Please note that 𝑝-values refer to the
paired t-test results between Ours and listed state-of-the-art methods in terms of instance-level accuracy score.

Methods Percentage Metrics

Labeled Unlabeled AUC Sensitivity Specificity Accuracy F1 𝑝-value

Upper Bound 100% 0 95.84 83.87 96.19 96.11 80.04 –

Baseline 20% 0 90.65 68.68 93.69 93.42 60.98 –

FlexMatch (Zhang et al., 2021) 20% 80% 87.83 64.79 93.18 93.00 51.90 0.000**
MT (Tarvainen and Valpola, 2017) 20% 80% 88.52 74.99 90.98 90.09 50.74 0.000**
SRC-MT (Liu et al., 2020) 20% 80% 90.84 74.63 91.76 91.11 54.64 0.000**
augMT (Yu et al., 2019) 20% 80% 92.35 68.98 93.96 93.15 58.65 0.000**
VAT (Miyato et al., 2018) 20% 80% 94.30 67.82 92.90 93.65 63.43 0.000**
MixMatch (Berthelot et al., 2019) 20% 80% 94.48 72.12 90.21 93.42 64.31 0.001**
FixMatch (Sohn et al., 2020) 20% 80% 93.71 68.41 94.04 93.94 63.13 0.000**
Baseline+I2PEMD𝑓𝑖𝑥 20% 80% 94.00 70.84 93.93 93.35 63.02 –
Ours 20% 80% 94.79 69.73 94.05 94.54 66.99 –

**Indicates 𝑝 < 0.01.
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.2. Semi-supervised classification

In the task of semi-supervised classification, we conduct comprehen-
ive experiments on the 2018 International Skin Imaging Collaboration
ISIC 2018) challenge dataset (Codella et al., 2018) to demonstrate the
erformance of our I2PEMD-guided semi-supervised learning frame-
ork. Similar to Section 4.1, we will present the experimental setup
nd the quantitative and qualitative comparison results to show the
erit of our proposed I2PEMD in aligning the labeled and unlabeled

eature subspaces via selecting more accurate pseudo-labeled samples.

.2.1. Experimental setup

atasets
The ISIC 2018 challenge dataset (Codella et al., 2018) contains

0,015 skin lesion dermoscopy images, which are categorized into 7
ifferent types of skin lesions. Before being fed into the network, all
mages are resized into 224 × 224. In order to use the pre-trained model
n ImageNet (Russakovsky et al., 2015), each image is normalized with
tatistics calculated for ImageNet. The entire dataset was randomly split
o 70% for training, 20% for testing and 10% for validation, since we
o not have access to the ground truth labels of the official validation
nd testing set. We adopt DenseNet121 (Huang et al., 2017) pre-trained
n ImageNet as the backbone model.

mplementation details

All the experiments are conducted on a NVIDIA Tesla V100 GPU. We
dopt the Adam optimizer (Diederik et al., 2015) to train our model.
he batchsize is set to 48, with 12 labeled images and 36 unlabeled
nes in each mini-batch. The learning rate is originally set to 1𝑒 − 4
nd decays with 0.9 per 6 epoches. In total, the model is trained for
00 epochs. 𝜏𝑙𝑜𝑤, 𝜏ℎ𝑖𝑔ℎ are empirically set to 0.7, 0.8 respectively. The
rade-off parameter 𝜆 is set to 1.0.

.2.2. Comparison with SOTA methods
We compare our method with SOTA methods including mean

eacher (MT) (Tarvainen and Valpola, 2017), self-relation-consistency
egularized mean teacher (SRC-MT) (Liu et al., 2020), FlexMatch
Zhang et al., 2021), uncertainty-aware mean teacher (augMT) (Yu
t al., 2019), MixMatch (Berthelot et al., 2019), Virtual Adversarial
raining (VAT) (Miyato et al., 2018) and FixMatch (Sohn et al., 2020)

n order to demonstrate effectiveness of our I2PEMD-guided semi-
upervised classification framework. Five metrics were adopted to eval-
ate performance of these methods on the ISIC 2018 challenge dataset
ncluding Area Under Curve (AUC), accuracy, sensitivity, specificity
nd F1. AUC is computed as the area under the Receiver Operating
9

haracteristic (ROC) curve, which describes the true-positive rate (sen-
itivity) versus the false-positive rate (100% - specificity) at various
hresholds. An AUC of 100% represents a perfect test while an AUC of
0% indicates random predictions. For fair comparison, we adopt the
ame DenseNet121 model pretrained on ImageNet as the backbone and
rain/test on our own dataset split. Table 4 shows the performance of
hese methods using 20% labeled data for model training. The upper
ound performance was obtained by training the backbone network
ith 100% labeled data in a fully supervised manner. The baseline was
btained by training the backbone network with 20% labeled data in a
ully supervised manner. As shown in Table 4, except for the sensitivity
etric, our I2PEMD-guided semi-supervised classification framework

onsistently outperforms other listed state-of-the art methods. Further-
ore, compared with other pseudo-label based methods (including

ixMatch (Sohn et al., 2020), FlexMatch (Zhang et al., 2021)), the
uperior performance of our method demonstrates that the proposed
2PEMD can help to select more accurate pseudo-labeled samples. We
lso report the performance of our method with entries of the ground
istance matrix fixed to one (denoted as ‘‘Baseline+I2PEMD𝑓𝑖𝑥’’ in
able 4). As shown, dynamic ground distance matrix based I2PEMD
rings more performance gain to semi-supervised classification than its
ixed counterpart.

We further conduct paired t-test to compare the results on instance-
evel accuracy scores between our method and other state-of-the-art
ethods. The detailed results are presented in the last column of
able 4. As shown, the 𝑝-values of each paired t-test are smaller than
.01. Therefore, we can conclude that the differences achieved by the
roposed method and other SOTA methods are statistically significant.
ig. 7 illustrates the prediction results on some samples. As shown in
his figure, although with severe intra-class variations, our method can
orrectly classify them into the ground truth class, while other methods
ll predict them into wrong classes.

.2.3. Ablation study

ffectiveness of I2PEMD on sample selection
To further demonstrate the effectiveness of our proposed I2PEMD

n choosing better pseudo-labeled data for enriching the supervised
nformation, we design following sample selection strategies: (1) all
he pseudo-labeled samples are included in 𝑁𝑠 to supervise the clas-
ification loss in Eq. (19) (denoted as Filter𝑎𝑙𝑙); (2) only samples with
lassification confidence score (𝑠𝑖 in Eq. (15)) greater than 𝜏ℎ𝑖𝑔ℎ are
elected (denoted as Filter𝑡ℎ𝑟𝑒𝑠ℎ); and (3) our I2PEMD-guided sample
election in Eq. (18) (denoted as FilterI2PEMD). For fair comparison, the
radeoff parameter 𝜆 in Eq. (19) is set to 1.0 for all the settings. The
omparison results are presented in Table 5. Comparing the results of
ilter𝑎𝑙𝑙 with the ‘‘Baseline’’ setting, we can see that due to the error
ccumulation problem, directly using all the unlabeled samples for
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Fig. 7. Demonstration of some difficult samples that have severe intra-class visual difference. The digits refer to the classification scores, where each row represents the results
of the corresponding method, and each column illustrates the scores of the corresponding class. Yellow area highlight the results on the ground truth class. ‘‘Ma’’, ‘‘Mn’’, ‘‘Bcc’’,
‘‘Ak’’, ‘‘Bk’’, ‘‘Da’’, ‘‘Vl’’ are the short for ‘‘Melanoma’’, ‘‘Melanocytic nevus’’, ‘‘Basal cell carcinoma’’, ‘‘Actinic keratosis’’, ‘‘Benign keratosis’’, ‘‘Dermatofibroma’’, ‘‘Vascular lesion’’,
respectively.
Table 5
Results of the ablation study on the effectiveness of different sample selection methods.
Best results are marked in bold.

Methods Metrics

AUC Sensitivity Specificity Accuracy F1

Baseline 90.65 68.68 93.69 93.42 60.98
Filter𝑎𝑙𝑙 88.11 59.2 92.33 92.59 47.0
Filter𝑡ℎ𝑟𝑒𝑠ℎ 93.71 68.41 94.04 93.94 63.13
FilterI2PEMD (Ours) 94.79 69.73 94.05 94.54 66.99

weak/strong alignment generally does not bring benefits to the clas-
sification performance. On the other hand, Filter𝑡ℎ𝑟𝑒𝑠ℎ and FilterI2PEMD
both consistently outperform the baseline results, demonstrating the
critical impacts of pseudo-labeling quality. Furthermore, comparing
FilterI2PEMD with Filter𝑡ℎ𝑟𝑒𝑠ℎ, we can see that, by learning shared proto-
types and considering the cross-class semantic priors, I2PEMD-guided
semi-supervised classification framework can help to alleviate the error
accumulation problem via generating more accurate pseudo-labels.

Results of the ablation study on influence of hyper-parameters (𝜏𝑙𝑜𝑤, 𝜏ℎ𝑖𝑔ℎ)

We conduct experiments on the different combinations of hyper-
parameters (𝜏𝑙𝑜𝑤, 𝜏ℎ𝑖𝑔ℎ) to shed some light on better parameter con-
figurations. Detailed comparison results are illustrated in Table 6. As
shown, the (0.6, 0.7) setting achieves inferior performance than the
other settings, while other settings bring mild performance changes
in terms of different metrics. Comparing the results between setting
(0.6, 0.7) and (0.6, 0.9), we can see that the performance is more sensitive
to 𝜏ℎ𝑖𝑔ℎ, which is reasonable, since 𝜏ℎ𝑖𝑔ℎ controls the number of samples
selected with high confidence.
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Table 6
Ablation study on the influence of different combinations on (𝜏 𝑙𝑜𝑤 , 𝜏ℎ𝑖𝑔ℎ). Best results
are marked in bold.

Settings Metrics

AUC Sensitivity Specificity Accuracy F1

(0.6, 0.7) 92.95 70.26 94.01 93.13 60.81
(0.7, 0.8) 94.79 69.73 94.05 94.54 66.99
(0.8, 0.9) 94.14 70.15 93.98 94.37 68.18
(0.6, 0.9) 94.56 71.1 94.29 94.14 65.51
(0.7, 0.9) 94.41 69.38 93.95 94.61 68.69

5. Discussion

In this section, we will mainly discuss how our proposed I2PEMD
benefits the unpaired multi-modal segmentation task and the semi-
supervised classification task through distribution alignment. In the
framework of unpaired multi-modal segmentation, I2PEMD functions
as a regularization term to directly supervise the training process.
Specifically, I2PEMD constrains the model to learn domain-invariant
prototypes for CT and MRI inputs. The shared prototypes align the two
domains from a global view, such that the shared semantic parts of
the CT and MRI images (i.e., pixels with the same semantic class) can
generate the same cluster in the learned feature embedding space. On
the other hand, the EMD further helps to align the feature of each
local pixel with the globally learned prototypes. By considering the
cross-class relationships, EMD enables larger penalty when less visually
similar classes are mis-classified. Since the joint base model shares
parameters across the CT and MRI domains, distribution alignment
can improve the segmentation performance by aligning the embedding
distribution of different domains, which was confirmed by the results
presented in Tables 1 and 2.
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As for the task of semi-supervised classification, I2PEMD works as a
less-confident sample filter to mitigate the ‘‘error accumulation’’ prob-
lem in pseudo-labeling. Due to sample bias phenomenon, there exists
feature distribution gap between the labeled and unlabeled samples.
Consequently, directly utilizing the predictions on unlabeled data may
lead to incorrect assignments. Incorrect assignments during training
may cause further misclassifications in subsequent iterations, resulting
in a feedback loop of self-reinforcing errors that ultimately yields a
low-accuracy classifier. In our framework, the proposed I2PEMD can
mitigate the incorrect assignment from the following two aspects: (1)
in Eq. (17), EMD helps to filter less confident samples that deviate
from its corresponding or visually similar semantic classes (prototypes);
(2) by learning shared prototypes via momentum update, I2PEMD pro-
gressively mitigate the distribution gap between labeled and unlabeled
data, improving the generalization ability of the learned model, thus
resulting in more accurate predictions on the unlabeled data.

This progressive strategy also shares a similar spirit with curriculum
learning (Bengio et al., 2009; Wang et al., 2021). Specifically, I2PEMD
helps to define the ranking function in measuring sample difficulty in
curriculum learning. At the beginning of the model training, I2PEMD
can help to select easier samples that both satisfy the high-prediction-
confidence criteria and accord with the cross-class-relationship prior
defined in the Earth Mover’s Distance. In this way, we can progressively
build a more robust and generalized model that can generate more
accurate predictions on the unlabeled data. Therefore, we can enlarge
the number of training samples by selecting more pseudo-labeled sam-
ples according to Eq. (18). This ‘‘filter-enlarge’’ loop shares the similar
concept of ‘‘training from easier data (tasks) to harder data (tasks)’’ in
curriculum learning (Wang et al., 2021).

6. Conclusion

We propose a novel distribution alignment algorithm, where the
alignment is achieved by explicit shared prototype learning and consid-
eration of the cross-class relationships during the instance-to-prototype
matching. The proposed distribution alignment module can be flexibly
plugged into many frameworks to benefit the tasks which need to
bridge gap between different domains or feature subspaces. Compre-
hensive experiments on the unpaired multi-modal segmentation task
and the semi-supervised classification task demonstrate effectiveness
of the proposed I2PEMD. Specifically, in multi-modal segmentation,
I2PEMD can boost the performance of joint training of the CT and
MRI domains by aligning the cross-domain feature embeddings. Mean-
while, involved in the ‘‘filter-enlarge’’ loop, I2PEMD helps to progres-
sively build a more robust and generalizable model, leading to better
performance in semi-supervised classification.
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